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Abstract 

To meet the demands for the data combination with multiple space geodetic techniques at the observation level, 
we developed a new software platform with high extensibility and computation efficiency, named space Geo-
detic SpatioTemporal data Analysis and Research software (GSTAR). Most of the modules in the GSTAR are coded in 
C++ with object-oriented programming. The layered modular theory is adopted for the design of the software, and 
the antenna-based data architecture is proposed for users to construct personalized geodetic application scenarios 
easily. The initial performance of the GSTAR software is evaluated by processing the Global Navigation Satellite System 
(GNSS) data collected from 315 globally distributed stations over two and a half years. The accuracy of GNSS-based 
geodetic products is evaluated by comparing them with those released by International GNSS Service (IGS) Analysis 
Centers (AC). Taking the products released by European Space Agency (ESA) as reference, the Three-Dimension (3D) 
Root-Mean-Squares (RMS) of the orbit differences are 2.7/6.7/3.3/7.7/21.0 cm and the STandard Deviations (STD) of 
the clock differences are 19/48/16/32/25 ps for Global Positioning System (GPS), GLObal NAvigation Satellite System 
(GLONASS), Galileo navigation satellite system (Galileo), BeiDou Navigation Satellite System (BDS), Medium Earth 
Orbit (MEO), and BDS Inclined Geo-Synchronous Orbit (IGSO) satellites, respectively. The mean values of the X  and 
Y components of the polar coordinate and the Length of Day (LOD) with respect to the International Earth Rotation 
and Reference Systems Service (IERS) 14 C04 products are -17.6 microarc-second (µas), 9.2 µas, and 14.0 µs/d. Com-
pared to the IGS daily solution, the RMSs of the site position differences in the north/east/up direction are 1.6/1.5/3.9, 
3.8/2.4/7.6, 2.5/2.4/7.9 and 2.7/2.3/7.4 mm for GPS-only, GLONASS-only, Galileo-only, and BDS-only solution, respec-
tively. The RMSs of the differences of the tropospheric Zenith Path Delay (ZPD), the north gradients, and the east 
gradients are 5.8, 0.9, and 0.9 mm with respect to the IGS products. The X  and Y components of the geocenter motion 
estimated from GPS-only, Galileo-only, and BDS-only observations well agree with IGS products, while the Z compo-
nent values are much nosier where anomalous harmonics in GNSS draconitic year can be found. The accuracies of the 
above products calculated by the GSTAR are comparable with those from different IGS ACs. Compared to the precise 
scientific orbit products, the 3D RMS of the orbit differences for the two Gravity Recovery and Climate Experiment 
Follow-on (GRACE-FO) satellites is below 1.5 cm by conducting Precise Point Positioning with Ambiguity Resolution 
(PPP-AR). In addition, a series of rapid data processing algorithms are developed, and the operation speed of the 
GSTAR software is 5.6 times faster than that of the Positioning and Navigation Data Analyst (PANDA) software for the 
quad-system precise orbit determination procedure.
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Introduction
With the rapid development of space technology in 
recent years, an integration of multiple space geodetic 
techniques, such as Global Navigation Satellite System 
(GNSS), Satellite Laser Ranging (SLR) or Lunar Laser 
Ranging (LLR), Very Long Baseline Interferometry 
(VLBI), and Doppler Orbitography and Radiopositioning 
Integrated by Satellite (DORIS) can provide the observa-
tion data with high accuracy, high temporal resolution, 
and high spatial resolution. They are widely applied in 
various scientific research fields including meteorology, 
geophysics, seismology, disaster warning, etc. (National 
Academies of Sciences, Engineering, & Medicine, 2020).

Each of the above techniques has its unique advan-
tage. For example, the SLR is sensitive to the variations 
of the center of mass of the Earth (geocenter motion) 
and scale, while the VLBI is the only space geodetic 
technique to obtain the nutation offset and the differ-
ence of universal time as realized by Earth rotation and 
the atomic time, namely Universal Time (UT1) and 
Coordinated Universal Time (UTC), (Nothnagel et  al., 
2017; Pearlman et  al., 2019). The DORIS is often used 
to compute precise orbits of Low Earth Orbit (LEO) 
altimeter satellites which are designed to study the 
global sea-level change (Willis et  al., 2010). Due to a 
considerable increase in the ground stations over the 
past ten years, the GNSS is of great interest to scientists 
for providing the overwhelming majority of high-pre-
cision observations compared to other three geodetic 
techniques. Using Global Positioning System (GPS), 
GLObal NAvigation Satellite System (GLONASS), Bei-
Dou Navigation Satellite System (BDS), and Galileo 
navigation satellite system (Galileo) data collected from 
hundreds of global stations, the International GNSS 
Service (IGS) provides several high-precision geodetic 
products, e.g., tropospheric Zenith Path Delay (ZPD), 
Global Ionosphere Map (GIM), geocenter motion and 
Earth Rotation Parameter (ERP) (Johnston et al., 2017). 
Besides, the distances between two BDS satellites can be 
measured by Inter-Satellite Links (ISL) using Ka-band 
signals (Yang et al., 2020). The use of the ISL measure-
ments can improve the accuracy of satellite orbits and 
the determined ERP and the geocenter motion (Gla-
ser et  al., 2020; Michalak et  al., 2021; Xie et  al., 2019; 
Zhao et  al., 2022). Hence, the ISL is expected to be a 
new space geodetic technique which has a great poten-
tial in scientific applications. Only is the combination 
of the above techniques possible to complete a complex 

geodetic task, e.g., the determination of the Interna-
tional Terrestrial Reference Frame (ITRF) and Earth 
Orientation Parameter (EOP) (Altamimi et  al., 2016). 
The combination of multiple techniques at the observa-
tion level is an important issue and becomes a hot topic 
in geodesy (Coulot et al., 2007). It requires not only the 
theoretical methodology, but also a powerful software 
with flexible architectures to estimate massive number 
of parameters simultaneously.

A number of software packages were developed over 
the past decades. With the funding from the National 
Natural Science Foundational of China, the Position-
ing and Navigation Data Analyst (PANDA) software 
was developed at Wuhan University and has become 
the GNSS data processing software of an IGS Analy-
sis Center (AC) (Guo et  al., 2015a; Liu & Ge, 2003; 
Shi et al., 2008). Over the past two decades, we gained 
lots of experiences in high precision data processing in 
the development of the PANDA. With the continuous 
efforts of many people, the PANDA software now sup-
ports SLR, DORIS, ISL, and VLBI data at the observa-
tion level (Guo et al., 2015b; Wang et al., 2022; Xie et al., 
2020). Other typical software packages which have 
contributed to the IGS or the realization of the ITRF 
and EOP products of the International Earth Rotation 
and Reference Systems Service (IERS) include Bernese 
(Dach et  al., 2015), NAPEOS (Springer et  al., 2011), 
EPOS (Glaser et al., 2017; Uhlemann et al., 2015), GINS 
(Marty et  al., 2011), GAMIT/GLOBK (Herring et  al., 
2018), GipsyX (Bertiger et al., 2020), C5++ (Hobiger & 
Otsubo, 2014), etc. The FORTRAN language is widely 
adopted to develop these software packages at the early 
age. Although FORTRAN has been modernized in the 
development of these software packages, it is still dif-
ficult for the development and maintenance of a soft-
ware because users should spend a lot of time to learn 
the details of each function or algorithm. Besides, the 
fact that fewer people are familiar with FORTRAN in 
the future will be detrimental to the advancement of 
the software. Since the C++ language is widely used 
and supports object-oriented programming, it is more 
suitable than FORTRAN for a large geodetic software 
with complex functions. Therefore, a state-of-the-art 
processing software which is coded in C++ has been a 
trend when multiple geodetic techniques are integrated 
at the observation level. Within the software, the high-
performance computing is also needed for obtaining 
the results with a high temporal and spatial resolution 
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(Barbu et  al., 2018). However, a few geodetic software 
packages (i.e., GipsyX and C5 ++) have been rede-
signed and coded in C++ , and showed an improvement 
in both design and computational efficiency (Bertiger 
et al., 2020; Hobiger et al., 2014). Thus, it is urgent for 
China to develop homemade geodetic software with 
object-oriented design and modularized architecture 
coded in a C++ language.

With the experiences in the algorithm development 
of the PANDA software over the past two decades, we 
designed and implemented a new software framework 
for space Geodetic SpatioTemporal data Analysis and 
Research (GSTAR). The GSTAR software is coded in 
C++ with object-oriented programming. In order to 
improve the maintainability and extensibility, the layered 
modular theory is adopted to develop the GSTAR soft-
ware. The data architecture of the software is designed to 
simulate the real-world scenario of geodetic applications 
where all models and algorithms are implemented by dif-
ferent modules. High performance computing methods 
are also used in the GSTAR software to improve com-
putation efficiency. This paper first presents the details 
of design and implementation of the GSTAR software. 
Then, the performance of the GSTAR software in GNSS 
and LEO data processing is presented by comparing with 
the IGS products released by different ACs and LEO sci-
entific products, respectively. Meanwhile, the improve-
ment of the data processing efficiency with GSTAR with 
respect to the PANDA software is also analyzed. Finally, 
major conclusions and plans of the software development 
are drawn.

Design and implementation of the GSTAR software
Overview
The GSTAR software is developed for processing the 
observations with multiple space geodetic techniques 
with high temporal and spatial resolution. Most mod-
ules of the software are written in C++ (version 11) while 
a small portion is written in ANSI C language. At pre-
sent, there are more than 100,000 lines of C/C++ code. 
All modules are developed under the same coding rules 
to minimize code redundancy. The GSTAR software can 
be run on both Windows and Linux operating systems, 
which is applicable for various types of users.

For improving expandability and making the software 
easy for secondary development, all modules are elabo-
rately designed and implemented using the object-ori-
ented method which obeys the rule of high cohesion and 
low coupling. It allows users to develop their own appli-
cation programs without knowing mathematical details. 
This is very important for a large scientific software pack-
age because it is impractical for users to have a good 
knowledge of the entire software. Therefore, it is not only 

convenient for expert users to develop their own modules 
to expand the capacity of the software, but also friendly 
for beginners to learn data processing skills quickly and 
easily.

The key features of the GSTAR software include the 
following:

• Satellite precise orbit and clock determination, which 
includes quad-system GNSS satellites (GPS, GLO-
NASS, Galileo, BDS) and numerous LEO satellites.

• Precise positioning for both network and Precise 
Point Positioning (PPP) solutions in either static or 
kinematic mode.

• Precise estimation of geodetic parameters, which 
includes ERP, geocenter motion, troposphere delay, 
and ionosphere delay.

• Supporting both ionosphere-free combination and 
uncombined approach in the multi-frequency con-
text using all available GNSS observation types.

• Supporting a combination of GNSS, ISL, and SLR 
techniques at the observation level, while DORIS and 
VLBI techniques are under development.

• Supporting ambiguity resolution using either double-
difference or PPP with Ambiguity Resolution (PPP-
AR) approach.

• Supporting parallel computing to improve data pro-
cessing efficiency.

Software framework
The layered modular theory is adopted to develop the 
GSTAR software. The software is divided into 16 main 
modules which are distributed in five layers. The overall 
structure framework of the software is shown in Fig. 1. In 
the figure, modules in one layer are dependent on those in 
lower layers. The advantage of this structure framework 
is to realize the software in a modular form. Developers 
will find it convenient to realize their personalized appli-
cations quickly by using a few interfaces without studying 
the details of numerous functions and algorithms which 
are encapsulated in different modules. Each module is 
compiled individually and forms an independent library, 
while there is only one applicable program named gstar 
for Linux or gstar.exe for Windows. Therefore, it is con-
venient for users to start the processing procedure by 
typing only one command “./gstar./gstar_filelist” in which 
gstar_filelist is a formatted text file recording paths of all 
configuration files and information files.

Base layer
The base layer includes four modules, i.e., configure 
library (Config), basic function library (Utility), basic 
mathematics library (BaseFunc), and spatiotemporal 
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datum library (Datum). The “Config” library reads user’s 
commands from formatted configuration files. The “Util-
ity” library defines some basic operations such as string 
manipulation and data type conversion. The “BaseFunc” 
library includes common numerical calculations, e.g., 
vector operation, matrix manipulation, interpolation, fit-
ting, statistical analysis, etc. The “Datum” library allows 
the transformation between different coordinate systems 
and between different time systems, where the Standards 
of Fundamental Astronomy (SOFA) library released by 
the International Astronomical Union (IAU) is used for 
the transformation between the international terrestrial 
reference system and geocentric celestial reference sys-
tem (Petit & Luzum, 2010).

Data layer
The data layer accomplishes the definition of observa-
tions, products or information as well as correspond-
ing operations such as reading or writing data. The data 
layer includes two modules, i.e., observation and product 
data operation library (IO) and information file opera-
tion library (Table). The “IO” library supports all available 
observation and product file formats (Dach et al., 2015). 
The “Table” library is used to obtain extra information 
such as satellite metadata, planet ephemeris, earth gravi-
tational field data, earth rotation data, antenna data, tide 
data, etc. The parallel processing techniques are adopted 

in this layer. It will significantly improve file operation 
efficiency if many stations are processed.

Model layer
The frequently-used data processing models are imple-
mented in the model layer. This layer consists of seven 
modules, i.e., satellite orbit model library (Orbit), clock 
model library (Clock), observations error model library 
(ErrorCorr), data quality control library (QC), tropo-
sphere model library (Trop), ionosphere model library 
(Iono), and ambiguity resolution library (AmbFix). In 
each module, the state-of-the-art models and algorithms 
are implemented consistent with the IERS conventions 
2010 (Petit & Luzum, 2010) (see Table  1). Besides, the 
combination usage of turbo-edit method, robust estima-
tion method, and epoch-differenced single-frequency 
cycle slip detection method will clean the raw observa-
tions before parameter estimation as much as possible.

Estimator layer
The estimator layer realizes parameter estimation with 
high efficiency. At present, the estimator layer imple-
ments two estimation methods, i.e., the Square Root 
Information Filtering method (SRIF) for real-time appli-
cation and the Least SQuare method (LSQ) for post-
processing application. The estimator layer has only one 
library named Engine, where the two estimation methods 
are included. Since the parameter estimation is generally 

Base layer

Data layer

Model layer

Scenario layer

Estimator layer

Main Core

Engine
SrifProcess

LsqProcess

ErrorCorr QC AmbFix

Orbit Clock Trop Iono

IO Table

Datum BaseFunc Utility Config

Fig. 1 The structure framework of the GSTAR software
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Table 1 Summary of the data processing models and strategies

Observation models

Constellation All available satellites of GPS, GLONASS, Galileo, Inclined Geo-Synchronous Orbit (IGSO) and Medium Earth Orbit 
(MEO) satellites of BeiDou-2 Navigation Satellite System (BDS-2) and BeiDou-3 Navigation Satellite System (BDS-3); 
about 119 satellites in total

Observation Undifferenced ionosphere-free linear combination of code and phase measurements on GPS L1/L2, GLONASS L1/
L2, Galileo E1/E5a and BDS-2/BDS-3 B1I/B3I

Time span From January 1st of 2020 to June 30th of 2022

Sample rate PCE procedure is 30 s; otherwise, 300 s

Session length 24 h

Cutoff elevation 7°

Weighting A priori precision of 0.3 m and 0.002 m for raw code and phase observations; elevation (e) dependent, i.e., 1 for 
e ≥ 30°, otherwise, 2sin(e)

Estimator LSQ in the batch mode

Perturbation force models
Earth gravity Earth Gravitational Model 2008 (EGM2008) (12 × 12) (Pavlis et al., 2012)

N-body gravity Sun, moon and planets with coordinates from Jet Propulsion Laboratory (JPL) Development Ephemerides (DE405) 
ephemeris (Standish, 1998)

Ocean tide Finite Element Solution 2004 (FEL2004) tide model (Lyard et al., 2006)

Tide forces and relativistic effects Models refer to IERS conventions 2010 (Petit & Luzum, 2010)

Earth radiation pressure Models refer to Rodriguez-Solano et al. (2012b)

Antenna thrust Models refer to Steigenberger et al. (2018)

Solar Radiation Pressure (SRP) The box-wing model is taken as initial values for Galileo satellites (Rodriguez-Solano et al., 2012a), while no initial 
values are applied to GPS, GLONASS and BDS satellites. Empirical CODE (Center for Orbit Determination in Europe) 
Orbit Model 2 (ECOM2) model is adopted for all satellites (Arnold et al., 2015)

Empirical acceleration Not considered

Error correction models
Satellite and receiver phase center PCO and PCV are corrected using values from igs14_2194.atx (Rebischung & Schmid, 2016)

Tide displacement Corrected considering solid Earth tides, ocean loading, and polar tides; refer to IERS conventions 2010

Relativistic effect Corrected via IERS conventions 2010

Phase windup Corrected via Wu et al. (1993)

Parameter estimation strategies
Receiver coordinate Estimated as 24 h constants; tightly constrained to the IGS weekly solution in the POD and PCE procedure; loosely 

constrained to its initial value with priori noise of 10 m in the POS procedure; the NNT and NNR conditions are 
applied in the GCC procedure (Zajdel et al., 2019)

Satellite orbit Initial position and velocity are estimated as 24 h constants in the POD and GCC procedure

SRP ECOM2 model with 9 parameters estimated as 24 h constants in the POD and GCC procedure

ERP Polar motion, polar motion rate and Length of Day (LOD) are estimated as 24 h constant with priori noise of 3″, 0.3 
(″)/d and 0.02 s/d respectively, while UT1-UTC is fixed to the IERS C04 products in the POD procedure; all ERP values 
are fixed to the IERS C04 products in the GCC procedure

Geocenter motion Estimated as 24 h constants in the GCC procedure

Receiver clock error One clock value estimated as white noise; refers to GPS time

Satellite clock error Estimated as random walk

Inter-system bias One parameter for each system except for GPS, and estimated as 24 h constants

Inter-frequency bias Estimated as constants for each satellite-station pair for GLONASS

Troposphere delay Priori value using Saastamoinen model (Saastamoinen, 1972) with meteorological parameters from Global Pressure 
and Temperature 2 (GPT2), Vienna Mapping Functions 1(VMF1) (Boehm et al., 2006; Lagler et al., 2013); wet ZPD 
is estimated as 1 h constant and horizontal gradients are estimated as 24 h constants in the POD, PCE and GCC 
procedure; both wet ZPD and horizontal gradients are estimated as 300 sconstants for ZPD products

Ambiguity Estimated as constants for each continuous arc; double-differenced ambiguity resolution for GPS, Galileo and BDS 
in all procedures except for the PCE
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the most time-consuming, the high-performance matrix 
operations and intelligent parameter organization algo-
rithms are developed to improve data processing effi-
ciency, which is the key to realize high temporal and 
spatial resolution for both real-time and post-processing 
applications.

Scenario layer
The scenario layer provides a flexible framework for users 
to develop a personalized application program, such as 
orbit determination, positioning, time transfer, atmos-
phere monitoring, etc. The GSTAR software has accom-
plished a full-featured application program by organizing 
all available models and functions, as described in “Over-
view” section. The scenario layer consists of two mod-
ules, i.e., main function library (Main) and core function 
library (Core). The “Main” library acts as the bootstrap 
entry to start processing with the software, while all 

application functions are implemented in the “Core” 
library. The processing framework realized in the “Core” 
library is summarized in Fig. 2 where major procedures 
and corresponding support libraries are included. The 
“Core” library also establishes data architecture and 
defines processing flow of the software, which will be 
described in the following sections.

Data architecture
Future satellite is assumed to have a number of sensors of 
GNSS, SLR, DORIS, ISL, VLBI, etc. (Delva et al., 2023). 
In this way, a satellite no longer has a single function, 
but is like an observation platform. To accommodate 
this trend, an antenna rather than a satellite or a ground 
station is taken as a core unit in the software. Different 
with the physical antenna that is only used to send or 
receive signals, the antenna defined in the GSTAR acts 
as an independent processing unit which obtains and 

Raw observation files
GNSS, SLR, ISL, VLBI, 

DORIS, etc.

Ambiguity 
information file

Read observations
(IO)

Screening of post-fit 
residuals

(QC)

Form observation and constraint 
equations with errors corrected

(Trop, Iono, ErrorCorr)

Preprocess of observations
(QC)

Satellite ephemeris files
BROADCAST or 

PRECISE

Orbit intergration
(Orbit)

Obtain satellite position 
and clock

(Orbit, Clock)

Read ephemeris
(IO)

Parameter elimination, recovery, 
estimation and post-fit residuals 

calculation
(Engine)

Ambiguity resolution
(AmbFix)

External information files
Satellite metadata, planet ephemeris, 
earth gravitational field, antenna data, 

tide data, atmosphere data, etc.

Read information
(Table)

Post-fit 
residuals file

Parameter 
estimates file

Product generation
(IO)

Product files
Orbit, clock, site position, atmosphere, 

ERP, geocenter, etc.

Fig. 2 The processing framework of the GSTAR software implemented in the “Core” library
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preprocesses observations before the normal equation 
is formed. The antenna is designed as a base class with 
four major interfaces, as shown in Fig. 3. The first inter-
face is used to read observations from files or streaming 
through the “IO” library. Then, the second interface is 
designed to preprocess data based on the “QC” library. 
For example, the detection of cycle slips and outliers is 
conducted using this interface. Afterwards, the Observa-
tion minus Calculation (O-C) measurements are calcu-
lated through the third interface using the “ErrorCorr” 

library, while the fourth interface calculates the partials 
of parameters. The O-C measurements includes both real 
and virtual observations. This design has two advantages. 
One is the easiness for adding new techniques to extend 
software capability. Developers can subclass the base 
class to implement above interfaces in terms of differ-
ent geodetic techniques and focus on the development of 
the derived antenna object. The other is the convenience 
for parallel programming. This is because the antennas 
are fully independent of each other, and all instantiated 
antennas can operate in parallel to improve the process-
ing efficiency. Therefore, the advantage of high efficiency 
of the GSTAR is expected to be more obvious in a multi-
core supercomputer.

Based on the antenna unit, the logical data models of 
the software are designed and described in Fig. 4. In the 
figure, n refers to the number of antennas, p represents 
number of parameters, and q is the number of O-C meas-
urements. Each antenna supports the operations from 
only one geodetic technique. Through data processing 
as shown in Fig.  3, each antenna calculates partials of 
the parameters to be estimated and corresponding O-C 
measurements synchronously in parallel. These values 
are organized in two groups and will be automatically 
pushed to the “Engine” library to form normal equations. 
The parameters and O-C measurements are managed 

Antenna

Interface 1
Obtain observations

Interface 2
Data preprocessing

Interface 3
Calculation of O-C

measurements

Interface 4
Calculation of the 

partials of parameters 
Fig. 3 Definition of major interfaces for an antenna unit
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……
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Xp 
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……
……

……
……
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Device
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Event operation

……
……

Device repository
Data 

repository
Event 

repository

Parallel 
processing

Fig. 4 Overview of logical data models based on the antenna unit
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intelligently so that users can concentrate on the devel-
opment of their own algorithms without considering the 
way to match the SRIF or the LSQ estimator.

To make logical data models like the true world, three 
kinds of objects are specified: device, data, and event. 
The device describes the equipment composition of 
the observation platform where the antenna unit is the 
major component. It includes ground stations, satellites, 
mobile phones, aircrafts, etc. The data is generated by the 
antenna unit and describes the attributes of parameters 
and O-C measurements. The event depends on the data 
and is used to promote the process flow procedure (see 
details in “Process flow” section). For better manage-
ment of these objects, three corresponding repositories 
are established, namely device repository, data repository 
and event repository. In this way, all data collected with 
multiple geodetic techniques are efficiently organized to 
obtain a combination solution at the observation level.

Process flow
The “Core” library in the scenario layer implements the 
data processing flow, as shown in Fig. 5. The event-driven 
mechanism is applied to realize data processing epoch 
by epoch. Two types of events are defined in the GSTAR, 
namely time event and measurement event. The time 
event is used to map the parameters of the past epoch 
to those of the current epoch. It includes the description 
of parameter stochastic model, e.g., random walk model 
and white noise model. The measurement event is used 

to map the parameters to the observations at the current 
epoch. It records the partials of parameters and corre-
sponding O-C measurements derived from the antenna 
processing unit. All events are instantiated and managed 
by the event repository.

Before starting these events, some information should 
be initialized and prepared, e.g., satellite attribution 
information, satellite initial orbit, float or fixed ambiguity 
arc, etc. In the initialization step, the parameters gener-
ated by the antenna unit are also prepared together with 
their a-priori information. For each epoch, all time events 
are first instantiated and added to the main process. 
Afterwards, they are run by the estimator so that the 
parameters of the past epoch are converted to the cur-
rent epoch, which is called time update procedure. The 
pre-elimination of invalid parameters (e.g., ambiguities 
for those satellites which are no longer tracked) is also 
implemented in this procedure. Then, all measurement 
events are instantiated and added to the main process 
after the calculation of partials and corresponding O-C 
measurements. The measurement events are finally run 
by the estimator if the parameters need to be estimated at 
the current epoch, which is called measurement update 
procedure.

It is noted that an additional back-substitution proce-
dure is needed for a post-processing application at the 
end of the program. It is used to recover pre-eliminated 
parameters and calculate post-fit residuals of observa-
tions. In addition, it is necessary to improve the preci-
sion and reliability of geodetic products by screening of 
post-fit residuals. This method is widely adopted by most 
well-known software such as GAMIT, Bernese, PANDA, 
etc. Taking GNSS data processing as example, the main 
program gstar generally needs to be run three times. The 
first time is for screening of raw observations. Due to a 
combination usage of multiple preprocess algorithms, 
the majority of cycle slips and outliers are detected in 
this procedure. The second time is for screening of post-
fit residuals. Typically, it will have a good performance 
because a few remaining small cycle slips and outliers are 
eliminated. The third time is to obtain an ambiguity-fixed 
solution to further improve the precision of geodetic 
products.

Data and processing strategies
To evaluate the performance of the GSTAR software, 
two and a half years of GNSS data (including GPS, GLO-
NASS, Galileo and BDS) collected from January  1st of 
2020 to June  30th of 2022 is used to calculate geodetic 
products, i.e., satellite orbit, ERP, satellite clock, site posi-
tion, geocenter motion, and ZPD with gradients. 315 IGS 
global stations are selected for data processing. The dis-
tribution of these stations is shown in Fig. 6.

Initialization

Add time event

Run time event
(Time update procedure)

Add measurement event

Run measurement event
(Measurement update procedure)

All epochs have been processed?
No

Done

Yes

Next
epoch

Post-processing application?
No

Back-substitution procedure Done

Yes

Fig. 5 Process flow diagram of the Core library
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Four steps are proposed to generate the products. The 
first step is the precise Orbit Determination Procedure 
(POD), where quad-system satellite precise orbits are cal-
culated together with the ERP daily using the data from 
165 globally distributed stations. In this procedure, the 
data are processed at the sampling interval of 300 s and 
site positions are tightly constrained to the IGS weekly 
solutions consistent with the IGb14 frame (Rebischung 
& Schmid, 2016). The ionosphere-free combination of 
dual-frequency code and phase measurements are used 
for parameter estimation while the double-differenced 
ambiguity resolutions for GPS, Galileo, and BDS are con-
ducted (Ge et  al., 2006). The second step is the Precise 
Clock Estimation (PCE) procedure, where quad-system 
satellite clocks are calculated at the sampling interval of 
30  s using the data from 99 uniformly distributed sta-
tions. The calculated satellite orbits and ERP products 
from the first step are input into this procedure. The third 
step is the positioning procedure (POS), where the sat-
ellite orbits, clocks, and ERP products are introduced to 
calculate site positions at the sampling interval of 300 s. 
The 120 stations with quad-system data which are not 
used in the POD and PCE procedure are selected for site 
position estimation in static mode. Meanwhile, the ZPDs 
with horizontal gradients are estimated in another proce-
dure, where about 190 stations in IGS ZPD products are 
selected for evaluation. The final step is the Geocenter 
Determination Procedure (GCC), where the geocenter 
motion is calculated together with satellite orbits and 
clocks using the data from the same stations in the PCE 
procedure at the sampling interval of 300 s. In this proce-
dure, the ERPs are fixed to the IERS C04 series (Bizouard 
et  al., 2018), and the No-Net-Translation (NNT) and 
No-Net-Rotation (NNR) conditions are applied (Zajdel 
et al., 2019). The different usage of stations in each step 
are labeled with different shapes and colors in Fig. 6. The 

details of the models and strategies used for each step are 
listed in Table 1.

The precision of the products generated by the GSTAR 
software is compared with those from nine IGS ACs or 
institutions. Identifications (ID) of these ACs or institu-
tions are denoted as COD, ESA, GFZ, GRG, IAC, JAX, 
JPL, SHA and WHU, respectively. The full name of these 
institutions and the corresponding software used are 
listed in Table 2. For brevity, the products calculated by 
the GSTAR software are marked as BHU in this paper, 
which refers to Beihang University.

Performance analysis and result validation
GNSS satellite orbit
The performance of quad-system satellite orbit products 
from BHU is compared with those from seven IGS Multi-
GNSS Experiment (MGEX) ACs, i.e., COD, GFZ, GRG, 
IAC, JAX, SHA and WHU. The orbit products from ESA 
are taken as reference for the evaluation of these products 
due to its best static PPP accuracy among IGS MGEX 
ACs (Li et al., 2020). The time series of Three-Dimension 
(3D) Root-Mean-Squares (RMS) of the orbit difference 
from each institution with respect to ESA’s orbit product 
are shown in Fig. 7. The corresponding average values of 
3D RMS are listed in Table 3. For GPS, GLONASS, and 
Galileo, the One-Dimension (1D) RMSs whose value 
exceed 20 cm were treated as outliers and were removed 
from the statistics. For BDS MEO and IGSO, the 1D out-
lier thresholds were set as 30 cm and 50 cm, respectively. 
Note that the symbol ‘-’ in the table illustrates that the 
satellites of corresponding orbit type are not involved in 
the products of the corresponding institution.

Figure  7 shows that the accuracy of GNSS orbit from 
BHU is comparable to that of other institutions overall. 
Compared with the GLONASS and BDS, the GPS and 
Galileo results from BHU are more consistent with those 
from ESA. We can see that the RMSs for GPS, GLONASS 
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Fig. 6 Global distribution of IGS stations for GNSS data processing. Stations used in different procedure are marked by different symbols and colors
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and Galileo satellites are stable over time, while the RMS 
for BDS MEO satellites is gradually decreasing for most 
ACs. This is due to the increasing number of IGS global 
stations that support all working BDS-3 satellites over the 

past three years. Table 3 shows that 3D RMSs from BHU 
are 2.7, 6.7, 3.3, 7.7, 21.0 cm for GPS, GLONASS, Galileo, 
BDS MEO and BDS IGSO, respectively. The accuracy of 
GPS, Galileo and BDS MEO from BHU is close to that 
from COD, GFZ and WHU, which is better than that 
from GRG, IAC and SHA. The accuracy of GLONASS 
from all institutions is comparable.

ERP
Accuracy of the EPR products from BHU and seven IGS 
MGEX ACs are evaluated by comparing them with the 
IERS 14 C04 products. For a better comparison, some 
information of ERP products from these institutions is 
summarized in Table 4. In the table, the number of sta-
tions and satellites is the average value obtained from 
the ERP product files (IGS ERP format) released by each 
AC, where ‘-’ denotes that no values are available in the 
corresponding products. The time series of the differ-
ences between ERP products of different institutions and 
the IERS 14 C04 products are plotted in Fig. 8. The cor-
responding average values and the STandard Deviations 
(STD) of the ERP differences are listed in Table 5.

Figure 8 shows that the time series of the polar motion 
differences from all ERP products with respect to the 
IERS 14 C04 product are generally within 150 μas and 
most LOD differences are better than 100  µs/d. The 

Table 2 The institution ID, full name, and software used of nine IGS ACs and Beihang University

Institution ID Institution full name Software

BHU Beihang University GSTAR 

COD Center for Orbit Determination in Europe (CODE) Bernese (Dach et al. 2015)

ESA European Space Agency/ESOC NAPEOS (Springer et al., 2011)

GFZ Deutsches GeoForschungsZentrum Potsdam (GFZ) EPOS.P8 (Uhlemann et al., 2015)

GRG Centre National d’Etudes Spatiales and Collecte Localisation Satellite (CNES-
CLS)

GINS (Marty et al., 2011)

IAC Information and Analysis Center (IAC) STARK

JAX Japan Aerospace Exploration Agency (JAXA) MADOCA (Takasu, 2013)

JPL Jet Propulsion Laboratory GipsyX (Bertiger et al., 2020)

WHU Wuhan University PANDA (Shi et al., 2008)

SHA Shanghai Observatory (SHAO) PANDA
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Fig. 7 Time series of 3D RMS of the orbit differences from different 
institutions with respect to the orbit products from the ESA

Table 3 Average values of 3D RMS of the orbit differences from different institutions with respect to the ESA’s orbit product (unit: cm)

Satellite type Results from 
BHU

Results from 
COD

Results from 
GFZ

Results from 
GRG 

Results from 
IAC

Results from 
JAX

Results from 
SHA

Results 
from 
WHU

GPS 2.7 2.5 3.0 3.1 4.1 3.2 4.2 2.6

GLONASS 6.7 6.9 6.5 7.5 7.6 6.6 7.5 6.6

Galileo 3.3 3.4 3.4 3.8 4.4 – 6.0 4.0

BDS MEO 7.7 7.8 6.9 – 9.1 – 13.8 8.8

BDS IGSO 21.0 – 17.9 – 22.8 – 26.2 18.7
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ERP product of BHU is well consistent with the results 
of other institutions, and the time series shows good sta-
bility. Since the absolute values of the LOD differences 
from SHA are generally larger than 100 μs/d, they are not 
shown in Fig. 8 and Table 5. To be specific, the STDs of 

X and Y  components of polar motion ( XP and YP ) and 
the LOD from BHU are 57.2 μas, 48.2 μas, and 20.8 µs/d, 
respectively, which are comparable to those from other 
institutions. The average values of X and Y  components 
of polar motion and the LOD from BHU are -17.6 µas, 
9.2 µas, and 14.0  µs/d. Nevertheless, the average values 
of the ERP from each institution vary significantly. This 
could be attributed to the different ground station net-
work distribution and different number of satellites used 
(Zajdel et al., 2020). Another important factor is that dif-
ferent prior constraint conditions are introduced in the 
processing procedure from each institution. This factor 
might affect the average value of the ERP estimates. Note 
that there exists an obvious bias in the LOD results of 
each institution. The existing literature suggests that this 
phenomenon might be related to the mismodeled SRP 
perturbation and the resonance between the periods of 
earth rotation and orbital motion (Meindl, 2011; Zajdel 
et al., 2020).

GNSS satellite clock
Consistent with the satellite orbits, the ESA clock prod-
ucts are used as the reference values for the evaluation of 
the quad-system satellite clock products from BHU and 
seven IGS MGEX ACs. The STD time series of the clock 
differences averaged over all satellites of each constella-
tion are shown in Fig. 9. The datum offset and orbit dif-
ferences are subtracted from the clock differences. The 
outliers in each daily difference series are detected and 
deleted for each satellite, which are defined as three times 
larger than the RMS. The corresponding mean values of 
the STD time series for each constellation from different 
institutions are shown in Table 6.

For BDS MEO satellites, the STD of clock differences 
are 32 ps for BHU, which is slightly larger than the small-
est STD of 28 ps for COD. The clock estimates from most 
of the involved institutions are generally at the compara-
ble level with the average STD ranging from 28 to 53 ps. 
As to BDS IGSO satellites, the STD of clock differences 
stay at the level of 25–39 ps, which is slightly better than 
the results of BDS MEO satellites for all institutions. The 
reason for the better accuracy of IGSO satellites might 
be more stations simultaneously tracking IGSO satel-
lites in a region. Concerning other GNSS satellites, the 
STDs of the clock differences between BHU and ESA is 
19 ps, 16 ps, and 48 ps for GPS, Galileo, and GLONASS, 
respectively. The statistical results show that the satellite 
clock corrections of GPS and Galileo have superior qual-
ity among the four constellations, whose STDs roughly 
stay at the level of 10 ~ 30 ps. The COD archives the best 
performance for both GPS and Galileo. It is observed 
that the GLONASS clocks are of the worst quality with 
the STD of 48 ~ 87 ps. Compared with other ACs, STDs 

Table 4 Information of ERP products from different institutions. 
The time range is from Day Of Year (DOY) 001 in 2020 to DOY 182 
in 2022

Institution ID Station 
number

Satellite 
number

Session 
length 
(d)

Resolution (h)

BHU 165 119 1 24

COD 177 93
(Before DOY 065, 
2021)

3 12

177 119
(After DOY 065, 
2021)

3 12

ESA 150 – 1 24

GFZ 147 97
(Before DOY 165, 
2020)

1 24

153 127
(After DOY 165, 
2020)

1 24

JAX – – 1 24

SHA 132 32 1 24

WHU 152 54 1 24
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of BHU have a better consistency with those of ESA for 
GLONASS satellites, which may result from more strin-
gent data quality control.

Site position
120 stations which are not used for the POD and PCE 
procedure are selected to estimate the daily site positions 

(see the right panel of Fig.  6). For comparison purpose, 
the daily solutions of GPS-only, GLONASS-only, Galileo-
only, and BDS-only are obtained using one month data 
in June 2022. The accuracy of the site positions is evalu-
ated by comparing them with the IGS daily solution. The 
RMSs of the position differences between the estimated 
and IGS solutions in north, east and up directions for 
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Table 6 Mean values of STDs of satellite clock differences with respect to the ESA products for different institutions (unit: ps)

Satellite type BHU COD GFZ GRG IAC JAX SHA WHU

GPS 19 11 14 15 32 20 105 23

GLONASS 48 58 56 87 71 70 78 69

Galileo 16 10 13 13 27 – 22 24

BDS MEO 32 28 41 – 53 – 84 46

BDS IGSO 25 26 30 – 32 – 39 27
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Fig. 10 RMSs of the position differences for each station with respect 
to the IGS daily solution over a month

Table 5 Average values and STDs of ERP differences from different institutions with respect to the IERS 14 C04 products

ERP Statistics type Results from BHU Results 
from COD

Results from ESA Results 
from GFZ

Results from JAX Results 
from SHA

Results 
from 
WHU

XP in µas AVE  − 17.6 21.0  − 4.0 6.4  − 17.8  − 5.0 3.4

STD 57.2 54.6 50.7 75.0 59.9 60.3 57.1

YP in μas AVE 9.2  − 7.9  − 10.3 7.0 21.5 43.2 6.1

STD 48.2 42.5 45.0 53.7 59.9 61.0 51.8

LOD (μs/d) AVE 14.0 5.7 33.2 14.6 24.4 – 22.2

STD 20.8 42.2 27.0 21.6 22.0 – 24.2
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each station are shown in Fig. 10, and the average values 
of RMSs for all stations are listed in Table 7. The outliers 
in each daily coordinates are detected and deleted which 
are defined as three times larger than the RMS.

Figure 10 shows that the RMSs of the GPS-only results 
are very stable for different stations. The RMSs in the 
north and east directions of most stations are below 
3 mm, while in the up direction generally less than 6 mm. 
For Galileo and BDS, the RMSs in the north and east 
directions are generally below 5  mm, which are much 
more stable than that of the up direction. Since the 
ambiguity is not fixed for GLONASS, its solution is less 
accurate than the other three systems in the horizontal 
direction. Table 7 shows that the RMSs in the north/east/
up directions for all stations are 1.6/1.5/3.9, 3.8/2.4/7.6, 
2.5/2.4/7.9 and 2.7/2.3/7.4 mm for GPS-only, GLONASS-
only, Galileo-only, and BDS-only, respectively. Apart 
from the precision differences of satellite orbits and 
clocks, the scale offset caused by the inconsistency of sat-
ellite PCOs between different systems in igs14_2194.atx 
is an important factor that affects the up component of 
the site position. In addition, the deviation of coordinates 
between different systems could be another factor, and is 
expected to be caused by the station-specific intersystem 
bias (Dach et al., 2021).

ZPD and horizontal gradients
The accuracy of ZPD products derived from BHU, COD, 
and JPL is evaluated by taking the IGS products as the 
reference (Byun & Bar-Sever, 2009). Only GPS data is 
processed for the estimation of the ZPDs and the hori-
zontal gradients because it is the only system that is used 
in the COD and JPL products. The data at 190 common 
stations used in the COD, JPL, and IGS products are 
used for this evaluation. The RMSs of the differences in 
ZPDs as well as the east and north components of gradi-
ents with respect to the IGS products for each station are 
shown in Fig. 11, and the corresponding mean values of 
the RMSs are listed in Table 8.

Figure  11 shows that the RMSs of the ZPDs for most 
stations are lower than 6  mm. This accuracy is consist-
ent with that from previous studies (Byun & Bar-Sever, 

2009). It can be observed that the ZPDs and the hori-
zontal gradients generally exhibit a consistent accuracy 
among different products for most stations. An in-depth 
analysis shows that ZPD products from BHU have a 
comparable accuracy with JPL ZPDs and have slightly 
better accuracy than the ZPDs from COD. While for 
the horizontal gradients, the accuracy of our products 
is similar to those from COD but slightly worse than 
those from JPL. To be specific, the mean values of the 
RMS of the ZPDs, the north gradients, and the east gra-
dients are 5.8/0.9/0.9 mm, while those for COD and JPL 
are 6.2/0.9/0.9  mm and 5.6/0.8/0.7  mm, respectively. In 
general, our ZPD products have similarly accuracy as the 
products from COD and JPL.

Geocenter motion
The geocenter motion is conventionally defined as 
the movement of the Center of Mass (CM) of the total 
Earth system (including the solid Earth and its fluid 

Table 7 Average values of RMSs of position differences for all 
stations with respect to the IGS daily solution over a month (unit: 
mm)

Solution North East Up

GPS-only 1.6 1.5 3.9

GLONASS-only 3.8 2.4 7.6

Galileo-only 2.5 2.4 7.9

BDS-only 2.7 2.3 7.4
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Fig. 11 The RMS of the differences of the ZPDs, the north gradients, 
and the east gradients with respect to IGS products for each station

Table 8 Average values of the RMSs of the ZPDs, the north 
gradients, and the east gradients with respect to IGS products for 
all stations (unit: mm)

Institution ID ZPD North gradient East gradient

BHU 5.8 0.9 0.9

COD 6.2 0.9 0.9

JPL 5.6 0.8 0.8
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envelope) with respect to the Center of Figure (CF) of 
the solid Earth surface (Altamimi et al., 2016). The daily 
time series of geocenter motion derived from GPS-only, 
Galileo-only, and BDS-only using the GSTAR software 
are shown in Fig. 12. For BDS-only solution, only BDS-3 
MEO satellites are used. The mean values and STDs of 
the time series of the geocenter motion for each system 
are listed in Table 9. For comparison purpose, the results 
from IGS combined products (Rebischung et  al., 2016) 
are also presented in the figure and table.

Figure  12 shows that the X and Y components of the 
geocenter motion estimated from different satellite sys-
tems well agree with IGS products. However, the Z 
component of GNSS-derived geocenter motion is much 
nosier and shows significant sub-seasonal periodical pat-
terns, which mainly result from the GNSS orbit related 
modeling errors (Meindl et al., 2013). To be specific, the 
STDs of the Z component time series are 6.6, 11.4, 13.2, 
and 23.2 mm for IGS, GPS-only, Galileo-only, and BDS-
only, respectively. Such a variability of geocenter motion 
time series stays at a comparable level with respect to 
the results from Zajdel et al. (2021). In general, the GPS-
derived geocenter motion shows a better agreement with 
respect to the IGS products, while those from BDS have 
the largest variation.

Figure 13 presents the amplitude spectra of geocenter 
motion time series derived from IGS, GPS-only, Galileo-
only, and BDS-only, respectively. The anomalous har-
monics in GNSS draconitic year (Ray et  al., 2008) are 
clearly visible in the Z component, especially for the geo-
center motion time series derived from BDS. This might 
be caused by the systematic errors of GNSS orbit related 
models. Apart from the GNSS draconitic harmonics, 
a striking 7 d signal with the amplitude of 2–3  mm is 
observed in the BDS-derived time series for the X and Y 
components, while the 9.9 d signal with the amplitude of 
1.5 mm can be found in the Galileo-derived time series. 
The 9.9 d signal in Galileo-derived geocenter motion was 
also reported by Zajdel et  al. (2019). Apparently, these 
two signals are related to the orbit repetition period, 
which is 13 revolutions in 7 days for BDS MEO satellites 
and is 17 revolutions in 10 days for Galileo.

−40
−20

  0
 20
 40

X
 (m

m
)

IGS geocenter motion GPS-only geocenter motion
Galileo-only  geocenter motion BDS-3-only  geocenter motion

−40
−20

  0
 20
 40

Y
 (m

m
)

2020-01 2020-07 2021-01 2021-07 2022-01
Date

−80
−40

  0
 40
 80

Z 
(m

m
)
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Galileo-only, BDS-only, and IGS products, respectively

Table 9 Average values and STDs of geocenter motion time series derived from GPS-only, Galileo-only, BDS-only and IGS products 
(unit: mm)

Solution Average value STD

GCC-X GCC-Y GCC-Z GCC-X GCC-Y GCC-Z

IGS 1.9 1.2 5.8 2.8 3.7 6.6

GPS-only 2.1 3.1 -0.4 4.6 5.5 11.4

Galileo-only 3.0 0.1 6.4 6.0 6.4 13.2

BDS-only 0.8 3.1 3.0 6.7 7.0 23.2
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LEO satellite orbit
In addition to the geodetic products released by the IGS, 
the performance of GSTAR in processing LEO satellite 
data is also evaluated in this paper. Two LEO satellites 
from the Gravity Recovery and Climate Experiment Fol-
low-on (GRACE-FO) mission, namely GRACE-C and 
GRACE-D, are selected to validate the software perfor-
mance for LEO satellite POD and the capability of multi-
technique combination with the observations from both 
GPS and SLR techniques. The a priori precision of 5 mm 
is used for SLR observations while that of 0.3  m and 
2  mm are used for GPS code and phase observations, 
respectively. Thus, the weighting ratio of SLR observa-
tions and ionosphere-free combination of GPS phase 
observations is 1

(0.005)2
:

1

(0.002×3)2
= 1.4 . An average 

number of 7 SLR stations is used in this procedure. SLR 
station coordinates are fixed to ILRSB weekly solutions 
(https:// ilrs. gsfc. nasa. gov/ data_ and_ produ cts/ produ cts/ 
index. html# s5). The daily precise orbits of GRACE-C and 
GRACE-D were estimated from July 1st to September 
30th in 2020 using the reduced-dynamic orbit determina-
tion method (Švehla & Rothacher, 2003). As supplement 
to Table 1, the significant differences in the strategies and 
dynamic models used in LEO POD procedure are list in 
the Table 10.

Four schemes were designed to make a full compari-
son: (1) float solutions with the phase ambiguities not 

resolved to integer values; (2) double-difference AR solu-
tion (DD-AR) with the space-space baselines between 
two GRACE-FO satellites; (3) PPP-AR solution for each 
GRACE-FO satellite where the corresponding phase 

Table 10 Strategies and models adopted in the GRACE-FO satellite POD procedure

Items Descriptions

Sample rate 30 s

Cutoff elevation 1°

Observation Undifferenced ionosphere-free linear combination of code and phase measurements on GPS L1/
L2

Observation weighting A priori precision of 5 mm for SLR observations, and a priori precision of 0.3 m and 2 mm for GPS 
raw code and phase observations

GPS orbit and clock Products released by WHU

Observation-specific signal bias Products released by WHU (Geng et al., 2022)

On-board GPS antenna phase center location vector Values provided by Save (2019)

On-board laser retroreflector array coordinate Values provided by Save (2019)

Tropospheric delay For SLR, corrected via Mendes and Pavlis (2004)
For LEO on-board GPS, not considered

SLR range bias Estimated as constant for each station per day (Couhert et al., 2018)

GRACE-FO satellite attitude Quaternion products

Earth gravity European Improved Gravity model of the Earth by New techniques (EIGEN6C) (120 × 120) (Shako 
et al., 2014)

Solar radiation pressure Macro-model

Atmospheric drag Drag Temperature Model (DTM 94) is applied (Berger et al., 1998); Piecewise constant coefficients 
of atmospheric drag are estimated with an interval of 90 min

Earth radiation pressure Not considered

Empirical acceleration Piecewise periodical parameters in the along-track and cross-track directions are estimated with 
an interval of 90 min
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observation-specific signal bias products released by 
WHU were employed; (4) GPS + SLR combined solu-
tion which is based on the PPP-AR solution but using 
the additional SLR observations. The daily RMS of orbit 
differences over the along-track, cross-track, and radial 
directions with respect to Level-1B precise scientific 
orbits (Case et  al., 2010) for the four schemes is shown 
in Fig.  14, and the average RMS for all days is listed in 
Table 11.

Figure 14 shows that the orbit accuracy of the GRACE-
C is comparable with that of the GRACE-D. As expected, 
the DD-AR and PPP-AR solutions for the two satellites 
obtain a higher orbit accuracy when compared to the 
float solution. The PPP-AR solution achieves better per-
formance than the DD-AR solution, especially for the 
along-track direction. As listed in Table  11, the average 
3D RMS is less than 1.5  cm for the two satellites when 
the PPP-AR is conducted. Compared to the GPS observa-
tions, the orbit accuracy from the combined GPS + SLR 
observations are not further improved. One reason is that 
the number of SLR observations is much smaller than 
that of GPS observations, which leads to the fact that the 
GPS observations dominate the solution. Besides, the 
outlier detection and weighting strategy of SLR obser-
vations also affect the combined GPS + SLR results. In 
practice, the SLR observations are often used to validate 
GNSS-derived LEO orbits. Nevertheless, it has been 
reported that the addition of SLR observations is benefi-
cial to the determination of global geodetic parameters 
(Strugarek et al., 2019).

Computation efficiency
A series of rapid data processing algorithms are designed 
and implemented for both serial and parallel comput-
ing in the GSTAR software. The satellite orbit numeri-
cal integration procedure and the parameter estimation 
procedure are the two most time-consuming parts when 
the data from a large number of satellites and stations 
is processed. To solve the above problems, a rapid orbit 
integration algorithm is developed to improve the effi-
ciency of orbit integration for a large-scale constellation 
without relying on parallel computing. In this algorithm, 
an adaptive step-changed Admas integration method and 

a synchronous integration algorithm are proposed, which 
improves the computation efficiency by 14 times when 
compared with the traditional method if quad-system 
navigation satellites are used (Fan et  al., 2017). For the 
parameter estimation algorithm, the high-performance 
linear algebra libraries are introduced, e.g., BLAS and 
LAPACK (Quintana-Ortí et al., 1998), and the LSQ and 
SRIF algorithms are redesigned to accommodate these 
algebra libraries. The modified LSQ and SRIF realized 
synchronous elimination of parameters in a parallel pro-
gram which can exploit all the CPU power of a multi-
core system (Gong et al., 2018). Besides, it is important 
to reduce replication and read/write operations between 
the memory and the hard disk because it is very time 
consuming to ceaselessly move tens of millions of floats 
simultaneously. Therefore, an intelligent parameter 
organization algorithm is proposed according to param-
eter’s life cycle, which reduce the number of memory and 
disk operations significantly. In addition, a parallel algo-
rithm is developed for reading observation files, which 
can further improve the operation speed of the software 
when the data from hundreds of stations are processed 
simultaneously.

Table 11 Average RMS of orbit differences with respect to Level-1B precise scientific orbits (unit: mm)

Direction Results from GRACE-C Results from GRACE-D

Float DD-AR PPP-AR PPP-AR + SLR Float DD-AR PPP-AR PPP-AR + SLR

Along 11.8 11.2 9.9 10.6 12.3 11.5 10.2 10.7

Cross 7.2 7.0 6.6 6.7 7.2 7.0 6.6 6.7

Radial 8.2 8.0 7.6 7.9 8.0 7.9 7.4 7.5

3D 16.1 15.5 14.2 14.9 16.4 15.7 14.3 14.8
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To evaluate the comprehensive performance of the 
above algorithms, the elapsed time of the entire POD 
procedure (same as depicted in “Data and processing 
strategies” section) in one day is counted, as illustrated 
in Fig.  15. Through various combination of different 
constellations, six cases are designed to study the effect 
of data increase on the computation efficiency, namely 
GPS only (G), combined GPS/BDS-2 (GC2), com-
bined GPS/BDS-3 (GC3), combined GPS/BDS-2/BDS-3 
(GC23), combined GPS/BDS-2/BDS-3/Galileo (GC23E) 
and combined GPS/BDS-2/BDS-3/Galileo/GLONASS 
(GC23ER). For comparison, the elapsed time of the tra-
ditional algorithms adopted by the PANDA software, i.e., 
step-fixed orbit integration method applied for each sat-
ellite separately and elimination of parameters in a serial 
program with frequently memory and disk operations, is 
also counted and shown in Fig. 15. All programs run on 
a computer equipped with a 4 GHz processor and solid-
state disk, where our rapid data processing algorithms 
were tested with eight threads. For a fair comparison, the 
main programs of both the PANDA and the GSTAR soft-
ware were run three times to generate the orbit products.

Figure  15 shows that the elapsed time of the rapid 
algorithms developed in the GSTAR is about three 
times shorter than that of the traditional algorithms in 
the PANDA when only GPS data is processed. Appar-
ently, the elapsed time difference between the rapid and 
traditional algorithms is significantly increased when 
all satellites’ data from four constellations is processed 
simultaneously. To be specific, the quad-system POD 
procedure takes only 40  min for the rapid algorithms, 
while the overall elapsed time of traditional algorithms is 
close to four hours. The elapsed time ratio of the rapid 
algorithms to the traditional algorithms is 3.1, 3.1, 4.0, 
4.5, 5.2 and 5.6 for each case, respectively. This indi-
cates that greater improvement of the computation effi-
ciency can be achieved when the number of satellites is 
increased. It is noted that 165 stations are used in this 
test. We found that GSTAR can complete the quad-
system POD procedure within half an hour when only 
100 stations are used, which greatly shortens the update 
interval of the current ultra-rapid orbit products.

Conclusion and future work
Data combination of multiple space geodetic tech-
niques at the observation level is an important issue and 
becomes a hot topic in geodesy. It needs a state-of-the-
art geodetic data processing software with flexible archi-
tecture and high computation efficiency. However, most 
of well-known geodetic software packages are still coded 
in FORTRAN language, which are hard to maintain 
and inadequate to process huge amount of data at the 

observation level. Aiming at providing a flexible software 
framework with high extensibility and computation effi-
ciency, we developed the GSTAR software in C++ with 
the object-oriented programming, where the layered 
modular theory is adopted, and the antenna-based data 
architecture is proposed to construct any geodetic appli-
cation scenario in the computer.

Using the quad-system GNSS data collected from 315 
globally distributed stations, the initial performance 
of the GSTAR software is evaluated by comparing with 
the products released by the IGS ACs. The quad-system 
precise orbit and clock products as well as ERPs are first 
calculated. The results show that the 3D RMSs of orbit 
differences are 2.7/6.7/3.3/7.7/21.0  cm and the STDs of 
clock differences are 19/48/16/32/25  ps for GPS, GLO-
NASS, Galileo, BDS MEO, and BDS IGSO satellites when 
the ESA products are taken as reference, respectively. 
The average values of the X and Y  components of polar 
coordinates and the LOD with respect to the IERS C04 
products are − 17.6 µas, 9.2 µas, and 14.0 µs/d. By fixing 
the orbits, clocks, and ERPs to our products, the static 
coordinates of stations and the ZPDs with horizontal 
gradients are then estimated. The results showed that 
the RMSs of the differences in the north/east/up direc-
tion compared to the IGS daily solution are 1.6/1.5/3.9, 
3.8/2.4/7.6, 2.5/2.4/7.9 and 2.7/2.3/7.4 mm for GPS-only, 
GLONASS-only, Galileo-only, and BDS-only, respec-
tively. The RMSs of the differences of the ZPDs and the 
horizontal gradients are 5.8, 0.9, and 0.9  mm compared 
with the IGS products. Meanwhile, the geocenter motion 
is calculated in an individual procedure by applying the 
NNT and NNR conditions. The results show that the X 
and Y  components of the geocenter motion estimated 
from GPS, Galileo, and BDS well agree with IGS prod-
ucts, while the Z component values are much nosier. 
Anomalous harmonics in GNSS draconitic year can be 
found in the Z component, indicating that GNSS orbit 
related modeling errors are the major factor that affects 
the Z component of the geocenter motion. Besides, 
most of the above products are compared with those 
from different IGS ACs. The results indicate that the 
products calculated by the GSTAR are comparable with 
those from the IGS ACs. The performance in LEO satel-
lite orbits is also evaluated. The results show that the 3D 
accuracy of less than 1.5  cm for two GRACE-FO satel-
lites can be obtained compared to the Level-1B precise 
scientific orbit products. However, the combination of 
GPS and SLR observations achieves no further improve-
ment. Finally, the computation efficiency of the GSTAR is 
evaluated. Under conditions of 165 stations, the elapsed 
time of the quad-system POD procedure is about 40 min 
using the rapid data processing algorithms in the GSTAR, 
whereas the elapsed time of the traditional algorithms 
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adopted by the PANDA software is 5.6 times longer than 
the GSTAR.

To sum up, the GSTAR software has accomplished the 
major architecture development at the current stage. 
Most of the functionality of multi-system and multi-fre-
quency GNSS applications are realized. In addition, the 
software now supports the combination of GNSS, SLR, 
and ISL at the observation level, while VLBI and DORIS 
are still under development. Due to space limited, only 
performance of GNSS products and LEO satellite orbits 
is analyzed in this paper, where the accuracy of all GNSS 
products as suggested by the IGS is detailed except for 
the ionosphere. In fact, using the initial version of the 
software, the performance of the ionosphere derived 
from the uncombined model had been evaluated by a 
comparison with different IGS global ionospheric map 
(GIM) products in our previous work (Wang et al., 2019). 
Besides, for the validation of the uncombined model for 
GNSS multi-frequency data processing by the GSTAR, 
we can refer to Fan et al. (2021). As for multi-technique 
combination in the software, we evaluated the perfor-
mance of ERP estimates in our previous work using 
simulated ISL Ka-band observations and BDS L-band 
observations from ground stations and LEO satellites, 
and for details refer to Fang et al. (2022).

Since the goal of the GSTAR is to realize a deep inte-
gration of GNSS, SLR, ISL, VLBI and DORIS techniques 
at the observation level with high computation efficiency, 
the performance of the combination of all geodetic tech-
niques will be the focus in our future work. We will con-
tinue the research on the higher computation efficiency 
by exploring more comprehensive parallel program-
ming algorithms on CPU, or taking full advantages of 
parallel capability of GPU. To further improve process-
ing efficiency, new algorithms by reducing computation 
complexity of the data processing need to be developed 
according to characteristic of each geodetic technique. 
We also plan to build a website to provide open service 
for geodesy communities and the user manual of the 
GSTAR is expected to be finished soon.
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